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I This thesis focuses on the implementation and use of a
4_-?‘: multiple criteria, multiple-user Decision Support System
-&'} capable of supporting distributed strategic decision making.
g An example of the use of such a distributed deci;ion support
system for selecting warships for the Hellenic Navy

demonstrates the usefulness of the proposed group DSS.
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o I. INTRODUCTION

v

\:.

Sﬁ A. DEFINITION OF THE PROBLEM

ﬁﬂ It is often cbserved that most of strategic problems are
o

: : analyzed, discussed, and solved by many decision makers. The
v

:J% existence of rmultiple users have created a number of
V?ﬁ problems. First, it is difficult to physically reunite all
o,

ﬂi decision makers in a gecgraphic locaticon. It is even more
N H\ . . o . . .

A problematic in finding an appropriate time for all the graup
o members. Seccond, the success aof a group decisicn making
jﬁ} process relies an the skillfulness orf the group leader.
<:ﬂ: Unforturnately, the quality of the group leader varies fTrom
st

aone negotiator to the other, and from one situation to the

A

other. In a military decision—making context, this problem

ék' becomes even more complicated if one considers the
ég increasing complexity of the technological aspect of warfare
N and uncertainty regarding political issues. |
i This research proposes a computer—-based group decision )
;%é support system that attempts to resclve, or at least reduce,
._% the problems enumerated above. It designs and implements a
;}’ microcomputer—-based DSS that allows group members to
lff remctely and sequentially participate to collective decision
lfpi prablems. In particular, the proposed DSS is an expansion of
EEEE a DSS based on multicbjective decisian methods, 1s
?{* implemented in a local area network using a bus architecture
f:; and the Carrier Sense Multiple Rccess with Ccllision
?g Detection (CMSA/CD) pratocol. The CMSA/CD protocol is
;23 known by its relatively gocd performance, simplicity of
igﬁ implementation, and inherent system reliability. Such a
e protocol allows control of collective information exchange
ffi and data routing among group decision members.
;E: The use of such a group DSS distributed in time and in
;:5 space, is expected to eliminate the pbysical presence of
s 10
Jo
1%
W
o

N

Y
e
*
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5¥% group membera and the need of scheduling meetings. More
;;i important, the proposed distributed DSS provides a cbjective
- and flexible framework tc integrate organizaticonal rierms and
':é R constraint into the decisiorn situatian.
>
Z§ . B. SCOPE OF THE RESEARCH
- This research does not attempt to discuss the already
jﬁ large and interdisciplinary literature on group decision
?E: making. It attempts to expand some of the work in group
i?: decision support systems outlined by [Ref. 1 to 31 Twa major
.vx expansions i1include the possibility for the user (i) to
iﬁ directly assess his preferences in cardinal terms, and (11)
53 to allow divisian of  evaluation tasks according to
'f; individual expertise. In particular, this research primarily
-~ focuses onn the software design and implementaticn of the
—, retworked micro-computer—based gqroup DSS aperating under a
:5: cocperative environment. However, the modular approach
E? adopted for the proposed DSS would make it possible tao
f- “ expand the system to more complex form of group decision
AN situations found, for example, in military strategic
%:; planning.
i |
C) C. ORGANIZATION OF THE THESIS »
?: Section II oaoutlines basic definitions, concepts and
gf; architectures related ta  group decision making under
;5 computer—based settings. It emphasizes the commurnicatiaons }
?i aspects amcong group members via computerized media. Chapters
ii 111, IV, V and VI successively discusses the characteristics
E; of the components of the group DSS. Two multiple criteria
E; decision methads are presented in III.A. Four technigques of
.;: aggregation of preferences are defined in III.R. The multi-
Qi window interface has been adaopted for the GDSS interface
z; (section IV.A). Data definitions and dictionaries are
:g described in section V. Section VI addresses special
11
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applications af the communications modules. Some
observations on the development process of the GDSS are
reviewed in section VII. Two examples of remate multipersaon
decision—-making in military strategic plarmning are analyzed
in sectiocn VIII. They illustrate the use aof the GDSS to the

selection problem of navy ships.
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II. A FRAMEWORK FOR IMPLEMENTING REMOTE MULTIPERSON GROUFR
DECISION SUPPORT SYSTEMS

+

B

A. DEFINITIONS AND BASIC CONCEPTS

e i
b

» 1. Definitions of group DSS

: A collective decision—-making process can be viewed
g as a decision situation in which (i) there are two ar more
!

& persons, each of them characterized by his or her own

percepticons, attitudes, motivations, and personalities, (ii)
P wha recogrnize the existence of a common problem, and (iii)
. attempt ta reach a collective decision CRerT. 11].
Furthermore, the group can interact simultarecusly (i.e.,
pocled—-interdependent mode) or make individual decisions

; ' gseparately and then confront and discuss the results

i (i.e.,sequential-interdependent).

2, .

- One can aobserve three broad types of group decisicon

] making: a single decision maker acting in a collective

i decision environment, non—cocperative decision making, and
!
ﬁ: ' cooperative decision making.

[ In the group decision—-making situation with ore
x person, a particular decision maker ultimately makes the
_$ decision and assumes responsibility for his 1line of action.
<+

[~ However, the decision can be regarded as a collective one
‘S because of the existernce of a dense network of influences
f3 that surrounds this single decision maker. In fact, other
[ . . o , . .

) participants in the decision maker's organization can either
. support or act against the decision. Thus, the behavior and
o

i attitudes of other people who are indirectly involved in the
! - decision-making process should be analyzed.

f In the non—ccoperative decision situation,the
2. . decision makers play the role of antagonists or disputants.
b

\
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o
o
i
:: Conflict and competition are common forms of non—-cooperative
“3 decision—-making. While the former represents a situation in
}?: which disputants gseek to hurt their coppornents to pursue
o their own interests, the latter is characterized by the
3&3 facts that each competitor is an action candidate, and is )
%z% trying to outperform others.
”::? In a coocperative environment, the decision makers B
;tg " attempt ¢to reach a common decision in a friendly and
3 trusting marmer, and share the responsibility. Consensus,
 *; negotiation, wvoting schemes, and even the recourse to a
R third party to dissolve differences are examples of this
oy tvpe of group decision making.
:&5 Also, the literature in decisicon—making describes
é;i two types of decision situations invalving more than one
Y user: pocled interdependent arnd sequential interdependent.
L In a pooled decision—-making situation, decisiaon makers
Sﬁg reunite together to form a more or less homogeneous group,
'Eﬁ and attempt to resolve a collective problem simultaneocusly.
N Elsewhere, in a sequential interdependent situatiocn, members
5 of the group can attack the collective problem at different 1
ﬁsz periods in time, looking at different decision arngles.
i%% Another classification of group problem solving
L approach found in the literature is the distirction between
Fﬁ content-oriented and process—-oriented approaches. The first
73§ approach focuses on the content of the praoblem., attempting
d;i to find an aptimal or satisfactory salution givern certain
%}? gsocial or group constraints, or objectives. By contrast, the
ti} second appraoach is based o the wobservation that the grouo
ii? goes through certain phases in the group decisiovi—making
;5? process, and on the belief that thevre could be an arranged
i way to effectively deal with these phases.
c; When a collective decision fails, it becomes -
~:2: necessary for the participants in the group problem soalving
.S&; to start bargaining or negotiating until a consensus is -
i’-"'
:‘:. ‘ 14
:g,
W
o
'.;i':;
% R &‘_‘aZ;Jﬁ‘ﬁfl’)"&-‘ ol '\',,,‘,-:: : :Q-;-.)«J-.r:}}“‘ *;-:3‘.;-;-'-;-;.-;;:-‘ .';-"a";-" -~ -‘}")"}:'Z-'\';{u"}l- N :}‘ k‘}:--'}:;- )
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found. While bargaining involves discussion within a

gspecific criterion or issues, negotiation includes many

+ e
-

criteria or issues in the discussion and search faor
N consensus.
.: 2. Assumptions
:S X Without loss of generality, the cooperative multiple
! criteria group decision support system implemented in this
4 thesis, is a DSS that (i) contains MCDM and supporting
" models in the individual Model component, and (ii) is able
%\ to support multiple decision makers via a Group DSS to reach
a consensus in a cooperative envirormment.
;i Urnder certain decision circumstarnces, MCDM can play
:Q a crucial role in supporting group decisiorn-making:
:Z (1) Due to interpersonal differences, the existence of
4

multiple and conflicting objectives is substantially
more dominant in group decision—-making than in
single person decision—-makingj;

‘o-n

alE »

2) Subjective and qualitative assessments seem to play
a more crucial role in group than in single user

°, decision—making. It has been observed that it is
. relatively easy for decision makers to agree upon
problems that have objective, quantifiable and

: well-defined attributes. Conversely, decision makers
(! tend to disagree upon attributes that require

a1, 4 X

subjective and qualitative assessments. Further-
more, in group decision—-making, in addition to the
evaluation of the situational problem, decision
makers invariably attempt to evaluate and the
- decision analyses of themselves and others,

& 3) The simplicity of MCDM outputs makes it easier to
communicate, coordinate and aggregate individual
& i analyses in the group decision—-making process.

(4) The process often plays a more decisive role than

the content in group problem solving. MCDM provide a

o8 simple but structured framework for controlling the

decision-making process, i.e., assessment of

’, alternatives, assessment o¢F evaluation criteria,

selectior of an appropriate algorithm for assessment

of preferences, and search for a solution or
compromises;

"~ -
g

(3) The division of decision processes into four stages
also allows alternate utilization of both objective
optimization and subjective evaluation.

o £
L Lo "
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i

:ﬁ: (6) The iterative use of the MCDM processes would permit
x}» integration of predecision and postdecision phases
il in the habitual decision phase.

L&

o

o Specifically, the Co—-oP DSS discussed in this

o research attempts to support the following decision

i -

0 situation:

I

r

fKQ (1) There are multiple users or decision makers. They

jﬁ; may share an equal weight or have an unequal or

i ‘hierarchically’ distributed weight corresponding to
a particular decision—-making context.

S (2) The group shares a common set of feasible decision

;?} alternatives. From this set of alternatives, the
}j{ decisiorn makers can either select one or more
.d% alternatives, or rank them according tao a given set
bls of criteria.

| 2 . g :
L 3) Each decision maker may have personal objectives

¢¢ that reflect a priori values and as piration levels.

5:{ Objectives are concretely expressed by criteria or .

}*ﬁ “ attributes that are discrete, and at least ordinally

s:* measurable. Due to personal differences, individual
decision outcomes—--as opposed to acollective R

AT decision ocutcome that the group is trying to reach

- an agreement on--often differ from one decision

:}E maker to the other.

fﬁt (4) The decision makers can be gecgraphically dispersed
Rl and not required to log into the system at the same
\2“ time. Via a distributed computer network system,
Bl they can communicate ta others either sequentially
{_% or in an orn—line made.

4 -

R (S) The decision makers interact in a cooperative manner

Ef and in & trusting envirorment. The system does not

’ handle attempts to cheat or to seek coalition within

e sub—groups.
LR
jati (6) The decisiornn makers carn either work closely together
,jgj by forming a homogenecus group that uses a single
'f{ﬁ decision support systemy or waork independently and
»fx‘ then proceed to a multilateral assessment of the
'@ problem.

. (7) The decision makers can segment a group decision
problem into (hierarchically) sequential single user
decisiorn problems according to individual expertise
and responsibility.

16
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3. Communications Issues in Digt}ibutgd Decisian Making

In the context of a distributed group decision
making, the demands for information excharge are marked by
certain characteristics that should be considered in the
design of communications capabilities. These characteristics
could be best expressed by the requirements of having
information exchanges that are (i) format-transparent, (ii)
either constrained or unconstrained, and (iii) evolving
throughout the decision phases.

a. Need for Format-Transparent Information Exchange

The demand for and/or generation of information
among decision makers can take a variety of formats, rangihg
from unstructured and written notes to structured and
numerical tables [Ref. 4 1. The most complex farm of traffic
is the situation in which decision makers simultanecusly

require information exchanges on different subjects from

different members using qomplicated combinations of
input/output formats. It would then be necessary to
. identify, classify and convert information characterized by

various individual formats into standard message formats,
including the creation and maintenance of infarmation
related tc group problem solving techniques, such as aggre-
gation of preferences which requires some standardized
inputs from individual results.
b. Limited versus Free Information Exchange

In sohe group decision situations, it is
conceivable that all shared information is 'public’ in that
every member of the decision group has the right to access
any information that is sent by one member of the group to
another, whereas in some other decision situations,
individual-to-individual or private message transfers are
authorized (Ref. S 1. Thus, the creation, (statistical)
maintenance and storage of message routing activities

remains crucial in enforcing group norms concerning the type

17
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of information sharing (e.g.; caonsensually predefined by the
group prior to the group decision—-making process, or moni-
tored by the mediataor.

c. Evolving Pattern of Communicaticn Requirements

The requirements for information sharing evolves
through variocus phases of the group decision—making process.
For example, fRef. 6 1 argues that a group problem soclving
phase that emphasizes search and innovation requires more
spontarneity, and therefore an open communications pattern;
whereas, bargaining activities that induce a preferernce for
deliberate control of information exchange would be
facilitated by using individual-to—irndividual communication
charnrels.

Furthermore, empirical studies have shown that,
under certain circumstances, communication charnnels can
escalate conflict [Ref. 7 1. While ernccouraging information
exchange between group members is often recognized as an
effective stratengy 'ta resalve individual differences,
eliminating communication chanrels has shown its effective-
ress in preventing deterioraticon of relationships. While the
decision to ermcourage or discaourage communication between
decisionn makers depends on a number of unpredictable
situation—dependent factors, the GDSS communications compo-—
rient should be desigred inm such a way that it can
accommcodate various communications rnieeds arnd changes during
the group decision-making process. In other words, the
pattern of cammunicaticons protocals shouwld vary according to
the dynamics of the group decisicrn—-making process.

4. The Role of the Communications Compaorient

Ore of the roles of the cammunications compornent
that emerges from the literature is that it makes it easier

for each member of the group to electronically communicate

without having to be cancerned about detailed and
complicated pratocal pracedures. This issue of user
18
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transparency 1is particularly crucial given the diversity,

and consequently the complexity, of the communication
requirements and facilities.

However, the effort to obtain ease of communication
access is not unique to the design of group DSS. Rather, it
has always been one of the most important objectives of
computer networks design. Yet, one can identify at least
three roles that are specific to a communications system in
group problem solving. At different phases of the
distributed decision process, the communications system can
play the role of a coordinator, a detective, or an inventor.

Re The Cocrdinator Rale

Most prablem salving activity begins with
situation analysis and problem definition, Situation
analysis 1is characterized by a (common) récognition that
there exists an urgent and important problem to be solved.
Once identified in the situation analysis, a problem is
transformed'in the problem definition phase in such a way
that solutions can be generated, analyzed and selected.
{(Ref. 8 1] and [Ref. 9 1 emphasize that the success of
information gathering and problem definition relies on the
ability of the group to eliminate mistrust and threat that
could cause group participants to withhold or distort
infaormation. Walton [Ref. 6 1 suggests that by installing a
communication medium that follows some norms of fairness
(e.g., equality of participation, preserving autaoromy),
information exchange can be more abundant and accurate. The
communication component should thus coordinate varicus
praotocels to engender participants' confidence. Such proto-
cols could include the aones that (i) assure each member can
successively broadcast his/her ideas given a equal amount of
time, or (ii) support teleconferencing to synchronize

arguments.
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b. The Detective Role:

A decision maker's analysis could be distorted
by (i) the individual’'s attempt to ' spy? an  others
activities, ar (ii) the influence of some members who try to
take over an individual’s responsibility. The communications
component should then play the role of detective to prevent
unwanted data exchange or temporarily disable all links, or
prevent malicious modification of public data. Concurrently,
decision makers tend to delay sending their individual
results. The communications component should press its users
to submit opinions before a given due date.

From a general perspective, the detective rcale
consists af enforcing communications protocols previously
defined to drive the ccocllective decisiorn—making process.

c. The Inventor Role:

The inventor role is an extension of the
coordinator role. Given the complex nature of a collective
decision problem and the diverse and unpredictable decision
approaches adopted by the participants, the communications
component should be able to detect incompatible information
exchange, and, if possible, propose alternate formats. The
inventor role implies (1) potential for tolerance to
uncertainty in requests and needs for data transfers, and
(ii) continued search for communications operations that
facilitate information exchange [Ref. 10 1. Thus protocols
for distributed GDSS should be able to analyze, evaluate and
determine the content of transmissible information, rather
than simply perform a transport task.

The functions of the communications component
are at least twofold. First, it monitors a broad spectrum of
data transports during a group problem sclving process. This
transport function ranges fraom information exchange to

information hiding, from selective and personalized routing

to collective diffusion of data from public to private




i '

E@ inférmation. Second, it coordinates various communications

#ﬂ activities (i.e., initialization, operation during consersus
search, regotiation and mediaticn) by making it transparent

Tj . to the members of the decision group.

gf} _ B. AN ARCHITECTURE FOR GROUP DSS

0 Co-oP is a network of microcomputer—-based process-—-driven

N DSS for cooperative multiple criteria group decision making

ﬁ%% (Figure 1). Each participant of the group decision making

o~ process has his own individual DSS whose model base is based

i on multiple criteria decision methods (MCDM) and other

;ui personal decision support tools. The group DSS contains a

tsi set of aggregation of preferences techniques and consensus

2£ seeking algorithms that can be used in conjunction with

; individual MCDM.

;iﬁ The individual DSS are linked together by a microcompu-

;jﬁ ter local area network. The latter support both 1locally and

igj remctely (via modem) linked individual workstations.
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II1I1. THE MODEL COMEONENT

The Model Component of a DSS is expected to support the
user perform the following problem-solving activities:
projection, deduction, analysis, creation of alternatives,
comparison of alternatives, optimization and simulation
LRef. i1 1. The 1literature in DSS often identifies three
modules in a DSS model component: the model base, the model
base management, and the interface unit. This chapter

describes the three components of the group DSS.

A. THE MODEL BASE _

The Model Base of a DSS consists of a library of
decision models that help the group members perform
individual and group analyses.

1. The Model Base for Individual Decision Making

In addition of the possibility for the user to
directly enter his preferences/assessments toc the system and
if needed, share them to other group members, the purpose of
the Co—-of MCDM model base is to provide the decision makers
with a set of decision models that carn solve the most commorn
types of decision problems. Co—oF contains twao models that
(i) cover three basic decision situations, i.e., selection,

ranking, sorting, (ii) are not excessively difficult to use

.
'«
.

for the decision makers, and (iii) could interact with

S

eV T

techniques of aggregation of preferences. The MCDM methods

an

implemented in each of the individual DSS are the Analytic
Hierarchy Process (AHP) [Ref. 12 1, and ELECTRE C(Ref.13 1]

o

T

': -““"’\\ - [}

ELECTRE and AHF have been selected for two reascors:

(1) The twa MCDM are conceptually roabust, and prac-
tically easy to learn and use. They have proven
their usefulrness in aiding a number of ill-defined

A0S
a2
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decision situations (for example, CRef. 14 ] and
CRef. 15 1 )

(2) Neither ELECTRE rior AHF require full information on
the decision maker's preferences and assessment of
alternatives, and hence, give more autcornomy and
contreol to the decision maker [Ref. 16 1. This
feature makes it easier to expand the algorithm to
resolve group decision making.

This section briefly ocutlines basic concepts of the
ELECTRE and AHFP methads.
a. The ELECTRE Method: Basic Concepts

There are a number of reasons that make it
difficult for a decision maker to exhaustively compare all
kricwn alternatives. First, the decision maker often carmot
compare scome alterrnatives, due to uncertairnty asscciated
with the measurements and evaluation. Second, the decision
maker may be unwilling to compare two alternatives because
they are incomparable; e.g., option A is better than ocption
B by saome criteria, whereas B is bhetter than AR by some other
criteria. The rnotion of indifference in utility theory dces
rnot reflect this ivicomparability [Ref. 17 1. Last but rcot
least, the ill-structuredness and occasional inconsistency
of the decision maker's prefererices are seriocus abstacles to
enforcing the complete comparability of alternatives (see
[Ref. 12 1 ).

The concept of outranking relations seeks to
compare decision altermatives only when the decision maker's
preferences are well defired. In other words, a, cutranks as
when the information obtained from the decision maker’s
prefererces safely justifies the proposition that at is at
least as good as a‘.

The cutranking relation can be explaived by two
further concepts: the presernce of concordance (i.e., for a
sufficiently important subset of evaluation criteria, AR is
at least weakly preferred to B); and the absence of

discordance (i.e., amoeng the criteria for which B is




A
Sl
I\I
Y preferred to A, there is no significanmt discordant
l\l
}}~ preference that would strongly oppose any form of preference
? of A over B).
S These indexes are used in conjunction with
Eu concordance and discordance 'thresholds! chosen arbitrarily
ﬁf by the decision maker in the interval [(0,1]. The concordance
v threshold, p, is more severe as it approaches 1; the discor-
}f dance thresheold, q, is more severe as it approaches 0. Then,
:: the cutranking relations can be summarized as follows:
" IF THEN
e Ca/B >= p and Da/B (= q A outranks E
s
.
Lf; A ocutrarnks By, and B outrarnks A The alternatives are
-? equivalent
s
;'53
N Otherwise The alternatives are
A incomparable
\"h-:
fﬂ; The decision maker can start with a less severe
i%ﬁ set of threshoald values, and thern sharperi them to reduce the
‘i; number of coutranking relations.
Lj' b. The Analytic Hierarchy Process: Basic Concepts
. The Analytic Hierarchy Process (AHF) is a MCDM
ig method that attempts to support complex decisiorn prablems by
{} successively decomposing and synthesizing various elements
‘ of a decision situation C[Ref. 12 3. Like ELECTRE, AHF
.- permits subjective and qualitative pairwise comparison of
alternatives. Unlike ELECTRE whoase concept is based on the
notion of non—-domirnated alternatives, AHP has its foundation
- on the concept of prigrity. The latter can be defined as a
T; ’level of strengths’ of one alternative relative to ancther.
N
:\ Departing from a predefined priority scale, the decision
' Y
»ﬁ maker is asked to build a positive reciprocal matrix of ;
..w
-
B
o 25
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o
o
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7
e
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pairwise comparison. A vector of priority can be derived by
computing the eigenvector of the reciprocal matrix. The
- property of the eigenvector resides in the fact that it is a
., consisterncy indicator. Consistency is obtained when pairwise
comparisons are transitively and proportionally consistent.
Additional algorithms are added tao help measure
\ the decision maker's consistency. These algorithms contrast
. the user’s evaluation scores with (i) a randomly simulated
: score that represents the most irrational evaluation, and
L (ii1) the eigenvalue that represents the most accurate
consistency. The examination of the consistency values
ernables the user ta eventually revise initial judgments,

and, if appropriate, modi fy them tao improve overall

a4

consistency.

2. The Mcdel Rase for Group Decision Making

-l .

Four techniques of aggregation of preferences are

v v o
R N O B

implemented in the GDSS. They are chosen because of their

L4

popularity. These include the additive function, the multi-

3
(]

plicative functicorn, the sums—of-the-ranks approach, and the
sums—of—-the—-cutranking- relations approach.
In conjuncticn with the techniques of aggregation of

preferences, the weighed majority rule is also implemented

"l‘l‘l.f‘l‘"'._

to account for the distribution of decision power amaong

-

ENDATRCR ST

I

decision makers. This rule allows the group members to
differentiate their decisional power according to varicous

degrees of expertise or organizational hierarchies.

(1) The Sums—of-the—-Outranking—-Relaticons Principle

V. e

This technique is derived from the sum—aof-the-ranrks
technique fourd in the literature of aggregaticn
of preferences. Formally, it can be expressed as
follows:

Max [ i=1 (k=1 o4w ) 1

)
s

GG

A%

This technique should be used only with extreme
care. Experience with thig technique has shown that
the idea of selecting the alternative that has the
higheast number of outranking relations works fine
only wheri the number of alternatives are small. An

gn g e o
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N example with three decision makers ard three

»-ﬁ alternatives, with a; as the elected alternative, is

‘N given below.

-

‘{3 Ordinal Ranking Outranking Relations
™~

. Rank DM, DMa DM, a, ae as Sums of the

$x‘ Relations

’. N
0%
¥ : 1 a, as as a, - 2 1 3
f-o 2 £ ay Ae Ae 1 - 1 2
f 3 as EN ay aa 2 2 4 (—-Max
.

e
2~I

~KQ (2) Sums—aof-the—-Rarnks Rule

' The sums—-of-the—Ranks rule (Borda, 1781) can be

b defined as follows:

i

="

w: where r, o is the rank assigned by decision maker
ja d to alternmnative a;. The example below illustrates

this rule.

=

¥, '.q

-,,:.‘

.{f Altern. DM, DMs DM, Sums—of-the-Rarks

@)

e a, 4 4 2 10
o Qe 1 1 3 5 (—— Min
sj{ as 2 2 4 a
SN as 3 3 1 7
VS
SO
i{ Due to its computational simplicity this technique
L~ iz widely used to determine consensus rarking. Note
”; that the averages—-of-the-rarnks rule yields the same
. results. However, when there are ties, the results
r'Y are different.

e (3) Additive Ranking
“

.:: In the additive ranking methad, group results are
\{ obtained by computing the arithmetic mean of the
} individual rarnkings assigned to each alternative.

?;: 27
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l:: Due to 1its simplicity, this method remains one of
jf$ﬂ the most popular aggregation of prefererices
}ﬁﬁ techniques. The example below illustrates this rule.
G
Seoy Altern. DM, DMe DM, Additive Rarking
'4.1’_".
YRS
:-\:x.
B a, 4 4 2 3. 33 )
2 ae 1 1 3 1.66
e as 2 2 4 2.66 --) MAX
M '_‘}‘ aa 3 3 1 2.33
ol
s
WY
AN
N (4) Multiplicative Rankino
A\ 14
}‘% The philosaphy that underlies the multinlicative
ﬂ ) aporaach is to allow more vobting power to =ach
?%N decision maker of the group. In effect, the
AR multiplication of individual cardinal rankirngs
o ‘amplifies the individual opinions. Specifically, 1t
;?b‘ allows vetoes to take place. he example below
kY illustrates this rule.
N
g
ST
) Alterr. DM, DMe DM, Multiplicative Ranking .
-
o a 4 4 2 3. 17482
1 E 1 1 3 1. 44224
o, as 2 2 4 2.513984
i) Qo 3 3 1 2. 281028
L} . .
e
i B. THE MODEL MANAGER
ﬁ& The role of the model manager is ta coordinate various
§.4 modelling activities of the GDSS. In Co—oF, the multiple
s
-:ﬂ criteria group decisicon making is decomposed into five
DV "
{}} decision processes (see Figure & ).
Jiﬁ (1) Definition of the Group FProblem
!3 The group must agree upon a common prablem and
e delegate a group member -- usually the group leader
0N or the secretary —— to define a problem. In the
'?ﬁ Co~oP context, the defined group problem consists aof
T identifying the alternatives and evaluatian
S criteria. Section VIII provides an example of this
~ process.
o
< 28
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$ (2) Group Norm Definition

Q The group has to identify its members and assign
- individual passwords. It alsa has to agree upon the
) way it handles data transfers, interactive
- conversation, utilization of electronic mail, and
L the type(s) of techniques of aggregation of
E preferernces adopted. Division of evaluation tasks
fi between group members can also be specified. The
E group can also request automatic selection and
% computation of appropriate decision technique.

'

: (3) Individual Evaluation of Criteria

. This process requires that each group member
‘Y pricritize his/her evaluation criteria. This carn be
U either accomplished by asking each decision maker to
. directly assign weights to the criteria or use the
& Arialytic Hierarchy Frocess scheme tao  gererate the
N weighed or pricrity vector. Co-oF allows elimimaction
L of weak criteria.

i: (4) Individual Assessment of Alterrnatives

;- Given a chosen problem, this process allows the

group members to individually express their
prefererices regarding the alternatives. This process
can be either direct (i.e., the user enters cardinal
weights to each alternative) or indirect (i.e., the
group member uses one or twa available MCDM
techniques).

J.-.»z#;(':

Computation of Group Results

Guided by the irstructions defined in the group norm
(i.e., the second process), group results  are
automatically computed crnce all individual aralyses
are submitted.

RERERER]
¢
L=

. 1. Integration of Models

Unless aotherwise specified by the group niorm, the

Py

o

Ca—op group module automatically searches for all

B

aggregation techniques that are compatible with the

‘e

individual MCDM wused. If direct assessment of alterratives

v

or AHP has beern adopted by every group member for irdividual

aper
a aa

assessment of alternatives, all of the four implemented

4 . techniques will be camputed, since the latter are compatible

MO |

with the AHP in that they are based on cardinal preferences.
However, the ELECTRE methad can  work only with the

sums—-nf-the outranking-relations and, to a certain degree,

v e g o ol e
a3 T

the sums-of-the-ranks algorithms.
23
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?{S When both available MCDM are used concurrently by a
SE} group member, the Co-oFf model manager automatically searches
: for group decision techniques that can  accept inputs from
% both AHP and ELECTRE. When a single user alternately uses
20
e both available MCDM, the Co-oP model manager sequentially
Mo displays group results according to all possible combina-
L\ tions of individual methods.
I\ l'
L Such a sensitivity analysis constitutes a paint of
0
3:ﬁ departure for the group to start exchanging points of view
?? and directions to reach agreement, and, if any, reducing
tensior. The group can then temporarily exit from ELECTRE,
)
‘: and use the electronic notepad to informally resclve these
A
%% problems of contral and of tension marnagement. If some
w
&fﬁ covicessions can be abtairned, the participanmts can return to
u ELECTRE and modify -evaluation scores accordingly. By
PN
o switching back and forth between the individual DSS and the
}:; group DSS , the participants can perform ?sequential conces-
.
»: sions?.
74974
- 2. Combired Use of MCDM and Techrnigues of Aggregaticon :
Q?} of Preferences
15N Bui [Ref. 21 argues for a unified MCDM framewaork.
A |
;&‘n Such an attempt is necessary to (i) support a wide range of
J decision situations, (ii) enable ecornomy of information
"y
Ko search, (iii) allaw division of evaluation tasks. In the
-l',,"
‘ 3? Co-oP version implemented for this thesis, there are three
j'* possible levels aof interaction between ELECTRE and AHP.
hdy
”ﬁg First, ELECTRE, whern used alore, assumes that the decisiaorn
-
-ﬁﬁ has a defired vector of criterion weights. AHRP can help the
-
?3 ELECTRE user perform prioritization of evaluation criteria
'?g prior to the pairwise evaluation of altervatives. Secornd,
®4q when the size of a decisieon problem is large, the number of
ﬂ..' .
4&&% inputs required to perform the AHP method can be excessive.
fﬁf The Co-of user can use ELECTRE as a sarting tocl to reduce
%
3& the problem size, and then utilize AHP., Third, since the twa
‘_:; methods refer to the same decision space (defined in the
Fd
o
. 3@
~Is
A
.
o
“» .(:
A e e e e e e a2




. Co-oP first process), they can be concurrently used to

Y verify the decision maker’s consistency.

s» < c. THE LINKAGE MODULE

k The purpcse of the Co-ofP Linkage Maodule is to feed input
::5 data to various models of the Model Base and to route output
L)

{ data to various files managed by the Data Base Component.
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d IV. THE INTERFACE COMPONENT

*

;? A. SCREEN DESIGN

o Despite the structured aspect of the multiple criteria
tt group problem solving processes, it remains an eventual
:E burden for the decision makers to memorize what he has dore
fi in the previous steps. Maintaining a high degree of
) coordination and cohesiveness of thoughts is parficularly
e prevalent in complex decision problems [(Ref. 17 1.

ﬁg Screern_Format: During the problem definition and the
Ty

group norm definition processes, data entry in gutline form

is adopted. Such an entry form would not only facilitate the

T

thinking process of themanagers, but alsoc help decompose
objectives into hierarchical levels [Ref. 12 1J. Section VIII
exhibits examplesof the ocutline forms used for defining the

collectivedecision problem and the definition oof group

fﬁ: norms.

if For the mnmultiple criteria group decision processes
:3 (i.e., processes 3 through 7), Co-oP proposes a screen
:) format that displays simultanecusly four different windows
) (see Section VIII). Whenever possible, Co-oF uses the same
‘tﬁ screen format throughout its usage. The purpase of such a
';ﬁ design is to provide the user with a synoptic andfamiliar
L snapshot of the current state of the problem, throughout

the entire decision—-making process.
The Step Window located at the bottom screen keeps the

decision maker up to date on the current decision making

status. It consists of a two-linestatus text indicating
alternatively the current step in the hierarchy of graoup
problem processes, and any required prompts or diagnostic

messages related to the DSS-user interaction.
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The Dialogue Window provides a conversational medium
between the decision maker and the DSS. It enables the
Question/ Answer mode of interaction to be accompanied by
verbal and color/graphic explanation of various processing
sequences and intermediate results.

To support the decision maker's orientation during the

group decision—making process, the Working window at the

upper left corner of the screen reminds the user of vital
information from past dialogue or inputs. Also, it displays
the results cbtairned by other participants if requested.

The Salution window is located at the upper right of the
screen. [t displays intermediate and finalresults including
statistical indexes, and highlights optimal values. Tabular
outputs and bar graphs are combired to provide alternate
ways to represent ocutputs.

Throughout the entire Co-oP process, the windows can be
recognized by their colors. However, they vary in size
according to the required amount of information displayed
(e.qQ., number of decision makers, number of decision
alternatives, and numberiof evaluation criteria)l.

In addition to the above mentioned window, an electronic

notepad window carn be invoked at any time to make use of

person—-ariented and unstructured communications.

oV
LAl
et

B. DIALOGUE STYLE

In addition to the window structure that governs the

entire Co—cP group decisiaonn making process, Co—cF combines

Ay

et
AR

;)

menus and questions to communicate with its users. The

purpose of these dialogue styles is to provide the users

. v,
v e
O

with a structured, simple and controlled framework to
interact with an integrated set of multiple criteria group
decision methods. Whenever possible, concise queries and
uniform terminology are used throughout the six processes of

the Co—-oF group decision making process.

Y AN WD
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The use of menus and queries also facilitates establish-
ing error procedures. Although error control procedures are
not unique to the design of multiple user interface, an
eventual I/0 error occourring in a group DSS can generate
urexpected and severe consequences in a distributed DSS.
Input control routines have been implemented at each entry
level to minimize the likelihood of input errors, or to
maximize the possibility of recovering from errors when the
latter cccur.

To handle errors made by the users, Co—oF provides two
types of error control procedures. The first type bf
procedure detects syntax errors. For instarnce, entering a
rnegative riumber of decision makers or typing an invalid
filename would be gracefully rejected by the Co—cP dialcgue
manager. The second type of control routines attempts to
prevent decision makers from violating basic assumptions or
rules of the decision methods. For instance, the dialogue
manager will refuse a concordance thresﬁold higher than 100
percent when ELECTRE is used.

Co—obf alsc gererates short explanation messages in the
Step window to maintain the user confidence in the system,
or at least make the multiple criteria group decision making

less unnatural to the users.

C. THE HELP COMMANDS

Help facilities are implemented on a separate and
resident praogram that carn be concuwrrently invoked during the
Co=coP decision—making process. Due to its relatively large
amount of text, the help preogram 1is hierarchically broken

down into eight sectiaon (see Figure 3).
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A HELP FOR Ca_oPf

MAIN MENU

(1> General Information
S (2) Create a new Problem

font (3> Prioritization of Evaluation
. Criteria

(5> Evaluation of Alternatives

J (6> Direct Input of Weights

- (7> Computation of group Decisiaon
(8 NAI

N SELECTION :

Hou HELF FOR Co_cP

) SUBMENU 1 - GENERAL INFORMATION
(1) What Co_of IS

E (&> How to Use It

e (3) AHP Method

(S) Electre Methad
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Figure 3, The Help Menu
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A V. THE DATA COMEONENT
o
¥
.:5 A. THE DATA STRUCTURE
L Y The current version of Co-of is a process—-centered group
::% DSS, as opposed to a data-centered DSS (for instance, see
j; [(Ref. 18 1 ). As a cornisequence, the structure of the Coa—-oP
i' data component is minimal. Its objective is to (i) insure
: smooth and fast data transport from one MCDM step to the
}?‘ other, and (ii) facilitate data excharge between decision
45;: makers.
;:g Data files are grouped according to each process. These
y? include (i) a file containing the problem definition
‘;i (Process 1), (ii) a norm file for each group rorm, (iii) a
i& solution file for each group members, and (iv) a group
:Ef results file for each decision problem. Data dictionaries
. . " are given in Tables 1, 2, 3 and 4.
;tﬂ To minimize the time nrneeded for data transfers between
::} individual workstations, data files are physically central-
;:f ized and stored in the server of the Local Area Network.
L) However, they are functionally digtributed in that they can
‘:J be accessed only by authorized group members.
759
A%
e B. THE DARTA MANAGER
zﬁf In the current versiaon of the G6DSS, the Data Manager
:x; performs a double furctions. It (i) assures that data are
j;ﬂ‘ correctly trarsferred to their location, and (ii) checks the
Q:B consistency transfer, i.e., validating the number of data
i
®: modification.
3
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'ﬁ% TABLE 1

ks LOGICAL DATA BASE RECORDS FOR STORE THE DATA OF A FROBLEM

EA
- PROBLEM = RECORD
L
;:j namel string, it holds the name of the
e problem.

Y levels Integer, it holds the number of the

:ﬁz criteria 1 - 5

.dQ numofalternatives Integer, it holds the number of the

v;§f alternatives that a problem have

3?} levell array(1..53] aof string, it holds the

A names of the criteria of level 1| - &
level2 arrayll1..5,1..5]1 of strings, it holds

g the names of the criteria of sublevel

o 1. (1-5) - S. (1-5)

ok level3 arrayl(1..5,1..5] of strirngs, it holds

s the rames of the criteria of sublevel
5 1.1. (1-5) - 1.5(1-5)

) levels arrayli..5,1..3]1 of strings, it holds
koo the names of the criteria of sublevel
o 2.1. (1-8) - 2.5(1-9)

N levelsS arrayl(1..5,1..51 of strings, it haolds
S the names of the criteria of sublevel
ol 3.1. (1-5) - 3.5(1-5

’ levelb arrayfl1..5,1..351 of strings, it holds
l:, the names of the criteria of sublevel
oy 4.1.(1-5) - 4.5(1-5)

ol level? array(l..5,1..5]1 of strings, it halds
?*d the names of the criteria of sublevel
" S.1. (1-5) - S.5(1-5)

J levell integer, it halds the number of the
e criteria 1 -5

i{z sublevell arrayl[1.5] of integers, it halds the
' number of the criteria for sublevels
o 1. (1-5) - S. (1-5) .

o sublevelz arrayf1..5,1..5] of integers, it
"i' holds the riumber of the criteria in
T sublevels 1.1.(1{-5) - 5.35. (1-5)

,;ﬂ_ alternatives arrayl1..13] of strings. It holds
i the names of the alternatives of
o the problem

e

2 2 END
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TABLE 2
LOGICAL DARTA BASE RECORDS FOR STORE THE DATA OF A FROBLEM

SOLUTION1 = RECORD

pfactor,qfactor integers, they holds the Coricordarice and
Discordance Threshold
numofcriteria integer, it holds the number of criteria

numofalternatives integer, it holds the number of the
alternatives

alternatives arrayl1..9] of string , it haolds the name
of the alternatives
rnumofusers integer, it indicates the rumber of the
users
sclved array [1..3] of baolean, it indicates if a
particular user has salve the praoblem
grading arrayl1..3] of arrayll..33,it contains
weights of criteria 1 - S for each user
—_ completed boclean, it indicates if the evaluation o
'I*_ the criteria is completed of all the user
S completedall booclear, it indicates if the problem is
jkﬂ ’ salved
:C' vectorl arrayll1..38] of reals, it contains the

weights of the criteria of sublevel 1 -5
vectora2, vectaord,
vector4, vectorg,

vectort, vectar? array [1..5,1.5]1 of reals, it holds the
weights of all the rest criteria
rnormvectorl array [1..125] of strirngs, it holds the

names of the finmal criteria ( after the
evaluation )

normvectorz array [1..13251 of reals, it holds the
weights of the final criteria ( after the
evaluation )

normindex arrayll..vectorg ;
altmatrix altrix[l..# alternatives, {..# criterial
finalindex arrayll..3] of bocolean, it irdicates if a

specific user has compute the evaluation
of the alternatives

39
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NN (cont inued)
iy
T
).':_.'
LA
W o ahp : record
{&{: status boolean, it indicates if the solution )
) of a problem has been computed with the
o AHP
AN altvectorl arrayli..9]1 of real, it contains the final
tx} weights of the alternatives
-{q numoftries integer, it indicates how many times the
N .user has modify the solution of the
i problem
»;\ end !
e electre : record !
:3:1 status boolear, it indicates if the socluticon of a
}iﬁ problem has beer computed with the ELECTRE
X outranking arrayll..39,1..31 of char, it contains the
‘ji coutranking matrix for the alternatives
et numoftries integer, it indicates how many times the
l;.i user has modify the solution of the
N problem i
::&5 end ;
o
el END ;
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*; TABLE 3

y LOGICAL DATA BASE RECORDS FOR STORE THE DATA OF A PROBLEM
DA usersnames array [1..3] of stings, it holds the

s names of the users

(j' usersids array [1..3] of strings, it holds

xn the users id
‘b&‘ numofcriteria integer,; it holds the number of criteria
Eﬁ{ numofalternatives integer, it holds the number of the
b~ alternatives
£ alternatives arrayl1..9]1 of stringd, it holds the name

’ of the alternatives

;, normvectorl array [1..125] of strings, it holds the
~? names of the final criteria ( after the
~£ evaluation )

%ﬁ normvectora array [1..125] of reals, it holds the

weights of the final criteria ( after the
evaluation )

s,

ahp : record

OEM

A status boolean, it indicates if the solution
I of a problem has been computed with the
- AHP
;ﬁ altvectaori arrayfl..3] of real, it contains the final
- 3 weights of the alternatives
vy
‘y, numaftries integer, it indicates how many times the
1 user has modify the sclution of the
ﬁf problem ’

" 4
o end;
i?; electre : record
,,L status boolean, it indicates if the solution of a
dh: problem has been computed with the ELECTRE
y: cutranking arrayli..3,1..9] of char, it contairis the
,ﬁ. outrarnking matrix for the altermatives
g rnumoftries integer, it indicates how many times the

- user has madify the solution of the

o problem

end ;
END ;
41
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TABLE 4
LOGICAL DATA BASE RECORDS FOR STORE THE DATA OF A FROBLEM

NORM = RECORD

numofusers integer, it holds the number of the
users that are going to solve the
problem

modifytimes integer, it indicates how many times a
user can modify the solution of the
problem

lagttime integer, it indicates the last date that
a user must submit his solution

usersnames array [1..3]1 of stings, it holds the
names of the users

specindex arrayll..3] of strings, it indicates the

criteria that each user is going to solve
in the division of tasks case

usersids array [1..31 of strings, it holds
the users id
weight arrayll..31 of real, it indicates

the weight of the decision of
each user

agregation booclean, it indicates if we are going toc
use all the techniques of aggregation
of preference

nai boolean, it indicates if the program
will use NAI automatically after the
complication of the group result

specialized boclean, it indicates if we are going
to use division of tasks or not

; broadcasting boolean, it indicates if the users have
rﬁi: the right to see the others users
SENIN results
o modify booclean, it indicates if the user has
o the right to modify the solution of
e the problem
S agregat iormame arrayl(l..4] of characters, it indicates
AN the techniques of agregation of
3{} preference that we are going to use
e END

L]
i
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Vi. THE COMMUNICATIONS COMPONENT

A. THE GROUP NORM CONSTRUCTOR

The Co—of Group Norm Constructor resides in the second

Co—oP multiple criteria decision making process. The group
leader or secretary has to initiate the group decision
making by (1) identifying the group members, (2) assigning
respective decision weights, (3) determining the mode of
group decision making (e.g., division af evaluation tasks or
'pooled’ decision making), (4) selecting the techniques of
aggregation of preferences, (3 setting the mode of
information exchange (i.e., broadcast of individual
results), and (6) defining the deadline for the group

members to submit individual results,

B. THE GROUP NORM FILTER
The Co-ofP Group Norm Filter consits of a set of
subroutines that enforce the norms set by the Group Norm

Monitor.

C. THE FORMATTER

The main role of the Co-oP formatter is to convert
individual results computed by the ELECTRE and AHF methods
ta data formats that can be inputted into the modules
containing the techniques of aggregation of preferences. For
instance, individual cardinal rankings are converted into

ordinal rankings for the sums—of-the-ranks algorithm.
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VII. IMPLEMENTATION OF THE GDSS

A. SOFTWARE STRUCTURE

Turbo Pascal carmnot handle program files whose size is
larger than 62 kilobytes. To override such constraint, Co—of
has been decomposed into 15 including files. The latter are
described below. Also, filenames under IBM-PC-DOS carncot
have more than eight letters, abbreviated filenames have

been used.

DIRLIST1
PROCEDURE DIRLIST displays on the scrren the existing files

of previously defined problems (prcblem_name.def)

DIRLIST2
PROCEDURE DirListA The same as above but for the norms

files (norm_name.gn).

PROCED

FUNCTION STUPCASE turns a string to uppercase characters.
FUNCTION EXIST examines if the file requested by a user to
access exists. If it exists it returns the value TRUE else
returns the value FALSE.

PROCEDURE WAIT stops the execution of the program until the
moment that the user will hit a key.

PROCEDURE CLEARSCREEN clears the screen for line 1 to line
10 to make space for new data.

PROCEDURE CONVERT converts a string to the corresponding

numerical value
PROCEDURE IDENTIFY reads the user input and accepts it only

if it is Y or N.
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:3 PROCEDURE CHECKNUMBER reads a number that the user enters
Té: and accepts it only if it is within a predefined range.
v PROCEDURE SORT1 sort an array of numbers,

ﬁi PROCEDURE WRITENORMFILE reads fraom the pragram the current
;3: norm data and writes them in a file (e.g., data of the
?5; current norm) .

D PROCEDURE WRITEPROBLEMFILE reads the norm data from the
‘é current norm file and passes them to the program.
lgﬁ PROCEDURE READPROBLEMFILE reads from the program the problem
gﬁi data and writes them in a file (e.g., data of the current
‘ problem).

7 PROCEDURE READNORMFILE reads the data for the corresponding
j§ norm file and passes them to the- program.

Eﬁ PROCEDURE READSOLUTIONFILE read the data from the user file
‘J and passes them to the program )

-{ PROCEDURE WRITESOLUTIONFILE reads the current user data from
’*E; - the problem and writes them to the current user file.
e
b FILES

el PROCEDURE OPENFILE opens for the first time a file that it
.25 will keep the data of a riew problem.

?' PROCEDURE OPENSOLUTIONFILE opens for the first time a file
i)' that it will keep the data of the solution of the praoblem (
o one for each user).
‘53 PROCEDURE OPENNORMFILE oapens for the first time a file that
‘SK . it will keep the data of a rew normn.
b

é% UTILITES
.E:I;j PROCEDURE DISKDATA asks the user if he wants to see a
:55 predefined problem or norm.

;: PROCEDURE DISKSTATUS displays all the existing problems and
f? norms of the current directory.
PROCEDURE READ1 asks the user the name of the problem that
':i he wishes to solve.
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PROCEDURE READZ asks the user the name 6f the norm that he

wants to use.

PROCEDURE READ3 asks the user's name.
PROCEDURE READ4 asks the user's password.
PROCEDURE READS asks the decision method that the user 1is
going to use.

PROCEDURE DATA includes readl,readl, read3, read4.
PROCEDURE PRIORITYOFCRITERIA permits evaluation

evaluation criteria.

o]
“h

STEP1L

FROCEDURE CREATEFPROBLEM reads the data of a new problem and
writes them in a file.

FROCEDURE DISPLAY displays the data of a prablem to the
screen after the request of the user. _

PROCEDURE CORRECTDATA corrects the data of the problem in

case of an error occurs,

STEPZ2
OVERLAY PROCEDURE NORMDEFINITION reads the data of a rew

norm and writes them in a file.

STEP2-1

PROCEDURE NORMSELECTION asks the user to select one of the
existing norms.

FROCEDURE DISPLAYNORM displays the data of a norm to the

screen.

STEPRP3

PRIORITYOFCRITERIA is the main program for the evaluation of
the criteria.

STEP 3-1

OVERLAY PROCEDURE EVALUATE includes the evaluation of a set

of criteria using AHP.
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‘tﬁ OVERLAY PROCEDURE DIRECT! is similar to the previous
\"I

::ﬁ procedure but using direct mode.

~1’

:lﬂ STER3-2
Ik; PROCEDURE SELECTCRITERIA computes the final weights after
%& the computation of all the sets of criteria.
‘\ PROCEDURE FINALCRITERIA gives the user the opportunity to
N reduce the number of the final criteria.
AN
.sg
N STEP4

PROCEDURE SOLVEWITHARHP controls the evaluation toc the
fﬁ. alternatives if the user select : AHP, direct macde, general
j} direct mcde, and displays the firnal weights fcr the

»
I
W% I

g iy

alternatives.
FROCEDURE COMPUTEALTERNATIVES controls the computation of

the alternatives 